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Transformers

https://www.ge.com/news/reports/special-power-flexible-transformer-could-become-the-grids-new-superhero
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Transformers

https://variety.com/2022/film/news/michael-bay-steven-spielberg-stop-making-transformers-movies-1235219815/
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Transformers

• Encoder-decoder neural network architecture based on self-attention 

mechanism

LeNet, 1998
"GradientBased Learning Applied to Document Recognition“ 

http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf

http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf
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Transformers

• Encoder-decoder neural network architecture based on self-attention 

mechanism

AlexNet, 2012
“ImageNet Classification with Deep Convolutional Neural Networks” 

https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf

https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
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Transformers

• Encoder-decoder neural network architecture based on self-attention 

mechanism

ResNet, 2015
“Deep Residual Learning for Image Recognition” 

https://arxiv.org/abs/1512.03385

https://arxiv.org/abs/1512.03385
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Transformers

• Encoder-decoder neural network architecture based on self-attention 

mechanism

Transformer, 2017
“Attention Is All You Need” 

https://arxiv.org/abs/1706.03762

https://arxiv.org/abs/1706.03762
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Transformers

• Encoder-decoder neural network architecture based on self-attention 

mechanism 

• Language translation, text classification, question answering
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Transformers

• Long Short Term Memory (LSTM)
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Transformers

• RNN & LSTM problems:  

• Long range dependency 

• Variable length input 

• Vanishing and exploding gradients 

• Slow convergence
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Transformers

• No convolutions/recurrence 

• Only attention mechanism 

• Handled long sequences 

• Handled varying lengths 

• Scalable 

• Fast training speed 

• Popular: 67,500 citations
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• Positional Encoding
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Self-Attention
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Self-Attention

• Query: token that is currently being embedded
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Self-Attention

• Key: tokens that we pay attention to
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Transformer Architecture
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• Scaled Dot-Product Attention

Attention(Q, K, V) = Softmax(
QKT

dk
)V

Transformer Architecture
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• Multi Headed Attention

Transformer Architecture
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• Decoder Training

Transformer Architecture
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• No image-specific inductive bias 

• Minimal changes to the original 

• SOTA: ImageNet, CIFAR-100 

• Fewer parameters than CNN 

• Lower training and inference time 

• Popular: 12,600 citations

Vision Transformer
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• Classification 

• No Decoder?

Vision Transformer



126

• Receptive field

Vision Transformer



127

• Receptive field

Vision Transformer



128

• Receptive field

Vision Transformer



129

• Receptive field

Vision Transformer



130

• Receptive field

Vision Transformer



131

• Receptive field

Vision Transformer
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• Is Attention really “all you need”?

Vision Transformer
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• Is Attention really “all you need”?

“A ConvNet for the 2020s”  
https://arxiv.org/pdf/2201.03545.pdf

Vision Transformer

https://arxiv.org/pdf/2201.03545.pdf
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Transformer Extensions

“Transformer models: an introduction and catalog” 
 https://arxiv.org/pdf/2302.07730.pdf

https://arxiv.org/pdf/2302.07730.pdf
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Transformer Extensions

• General Pre-trained Transformer (GPT) 

• Bidirectional Encoder Representations from Transformers (BERT) 

• Text-to-Text Transfer Transformer (T5)

“BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, https://arxiv.org/pdf/1810.04805.pdf 
“Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer”, https://arxiv.org/pdf/1910.10683.pdf

https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1910.10683.pdf
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Transformer Applications

• GPT products 

• Codex (GitHub co-pilot) 

• ChatGPT 

• Microsoft Bing

“Improving Language Understanding by Generative Pre-Training” 
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
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Transformer Applications

• ChatGPT 

• Demo

https://chat.openai.com/chat
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Transformer Applications

• Microsoft Bing 

• Demo

https://www.bing.com/


140

Recap



141

Recap

• RNN, LSTM 

• Encoder 

• Decoder 

• Architecture 

• Self-Attention
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Recap

• Vision Transformer 

• Other extensions 

• Commercial products
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Recap

• “Transformers: the best idea in AI” 

                             -Andrej Karpathy
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References/ Additional reading

• jalammar.github.io/illustrated-transformer/ 

• lilianweng.github.io/posts/2018-06-24-attention/#full-architecture 

• en.wikipedia.org/wiki/Transformer_(machine_learning_model) 

• sebastianraschka.com/blog/2023/self-attention-from-scratch.html 

• From the first author of  the original transformer paper: www.youtube.com/

watch?v=5vcj8kSwBCY 

https://jalammar.github.io/illustrated-transformer/
https://lilianweng.github.io/posts/2018-06-24-attention/#full-architecture
https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)
https://sebastianraschka.com/blog/2023/self-attention-from-scratch.html
http://www.youtube.com/watch?v=5vcj8kSwBCY
http://www.youtube.com/watch?v=5vcj8kSwBCY


Bibek Poudel 
bpoudel@memphis.edu 
poudel-bibek.github.io

Thank You!
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But wait… there’s more…








